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(57) ABSTRACT

An analytics controller is configured for communication
with one or more data sources. The analytics controller
comprises an analytic data focus representation module and
a visualization generator coupled to the analytic data focus
representation module, with the analytic data focus repre-
sentation module being configured to derive a plurality of
analytic data focus representations from the one or more
data sources, and the visualization generator being config-
ured to generate visualizations based at least in part on the
analytic data focus representations. At least one of the
analytic data focus representation module and the visualiza-
tion generator may be further configured to establish a
plurality of linkages with each such linkage associating one
or more of the representations with one or more of the
visualizations. The analytics controller may be part of a data
management system implemented using one or more pro-
cessing devices of a processing platform.
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1
ANALYTIC DATA FOCUS
REPRESENTATIONS FOR VISUALIZATION
GENERATION IN AN INFORMATION
PROCESSING SYSTEM

FIELD

The field relates generally to information processing
systems, and more particularly to data analytics techniques
utilized within such systems.

BACKGROUND

A wide variety of different types of visualizations are
utilized in conjunction with data analytics in information
processing systems. For example, such visualizations
include so-called “tag clouds.” In a typical tag cloud,
multiple words or other text strings are simultaneously
displayed, each with a size in proportion to its frequency of
occurrence in a document, file or other collection of textual
data. Conventional tag clouds of this type are commonly
used to represent text strings resident in web sites, academic
papers, conference proceedings, tweets, blog posts, emails
and other textual data sources.

A significant drawback of conventional tag clouds is that
they represent the textual data in a seemingly random way
within a given space or other display area. Typically, textual
data is shown with the size of each text string proportional
only to its occurrence frequency. Such an approach is
particularly problematic when the number of documents or
other textual data sources becomes large, in which case the
resulting tag cloud conveys little information and can
become very difficult to read, thereby undermining its use-
fulness as an analytical tool. Unfortunately, this can render
conventional tag clouds unsuitable for use in the context of
“big data” analytics challenges faced by enterprises in
processing complex data sources.

SUMMARY

Tlustrative embodiments of the present invention provide
techniques for generation of analytic data focus representa-
tions. Such representations permit the generation of
enhanced tag clouds and other types of visualizations that
provide significant advantages relative to the conventional
arrangements described above. For example, the analytic
data focus representations can be used to generate what are
referred to herein as “generalized tag cloud visualizations™
or GTCVs that provide highly useful analytic tools even for
the complex data sources typically associated with “big
data” analytics. Thus, improved data analysis can be pro-
vided for enterprise business units, such as marketing,
human resources and finance, which analyze extensive data
associated with relatively complex entities such as custom-
ers, employees and product lines, and in a wide variety of
other contexts.

In one embodiment, an analytics controller is configured
for communication with one or more data sources. The
analytics controller comprises an analytic data focus repre-
sentation module and a visualization generator coupled to
the analytic data focus representation module, with the
analytic data focus representation module being configured
to derive a plurality of analytic data focus representations
from the one or more data sources, and the visualization
generator being configured to generate visualizations based
at least in part on the analytic data focus representations. At
least one of the analytic data focus representation module
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and the visualization generator may be further configured to
establish a plurality of linkages with each such linkage
associating one or more of the representations with one or
more of the visualizations. The analytics controller may be
part of a data management system implemented using one or
more processing devices of a processing platform.

By way of example, the visualizations provided by the
visualization generator based at least in part on the analytic
data focus representations may comprise one or more gen-
eralized tag cloud visualizations, with a given visualization
element of the generalized tag cloud visualization illustra-
tively having at least one characteristic that is determined
based on multiple informational dimensions of a corre-
sponding set of one or more informational elements of at
least one of the analytic data focus representations.

Such characteristics may include, for example, one or
more of an orientation of the visualization element, a color
of the visualization element, a font of the visualization
element, and a distance of the visualization element from
one or more other visualization elements, although numer-
ous other arrangements of one or more distinct characteris-
tics may be used in rendering the visualization element.

The multiple informational dimensions may include one
or more of a classification, a clustering, a derivation, an
observed metric and a computable metric of the set of one
or more informational elements, and need not include a
frequency of occurrence of the set of one or more informa-
tional elements in the one or more data sources.

It is also possible for a given visualization element of the
tag cloud visualization to have at least one characteristic that
is determined based on a logic function of one or more sets
of one or more informational elements of at least one of the
analytic data focus representations.

Additionally or alternatively, a given informational ele-
ment of at least one of the analytic data focus representations
may itself be determined based on a logic function of at least
one of: (i) one or more other informational elements of the
same analytic data focus representation(s) or one or more
other analytic data focus representations; and (ii) one or
more other informational elements of the one or more data
sources.

The analytic data focus representations in the illustrative
embodiments advantageously facilitate data manipulation
and analytic comparisons and enable new types of visual-
izations. In the context of tag clouds, for example, the
above-described conventional literal association of tag cloud
elements with respective text strings and their occurrence
frequencies is broken through creation of an analytic data
focus representation that can be described and transformed
independently of its visualization aspects.

Other embodiments include without limitation methods,
apparatus, systems, and articles of manufacture comprising
processor-readable storage media.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an information processing
system comprising a data management system with func-
tionality for generating visualizations based on analytic data
focus representations in an illustrative embodiment of the
invention.

FIG. 2 is a flow diagram of an exemplary data analytics
process implemented in the information processing system
of FIG. 1.

FIGS. 3A and 3B show respective examples of general-
ized tag cloud visualizations or GTCVs generated in the
FIG. 1 system using the data analytics process of FIG. 2.
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FIG. 4 is a diagram illustrating exemplary interactions
between an analytic data focus representation, a correspond-
ing generalized tag cloud visualization, and associated data
sources in the FIG. 1 system.

DETAILED DESCRIPTION

Tlustrative embodiments of the present invention will be
described herein with reference to exemplary information
processing systems and associated analytics controllers each
implemented using one or more processing devices. It is to
be appreciated, however, that the invention is not restricted
to use with the particular illustrative system and device
configurations shown. Accordingly, the term “information
processing system” as used herein is intended to be broadly
construed, so as to encompass, for example, processing
systems comprising private or public cloud computing or
storage systems, as well as other types of processing systems
comprising physical or virtual processing resources in any
combination. The term “analytics controller” is also
intended to be broadly construed so as to encompass a
variety of different arrangements for deriving analytic data
focus representations and generating associated visualiza-
tions based at least in part on those representations. The term
“deriving” in this context is intended to encompass func-
tionality such as creating, maintaining and modifying ana-
Iytic data focus representations.

FIG. 1 shows an information processing system 100
configured in accordance with an illustrative embodiment of
the present invention. The information processing system
100 comprises a plurality of processing devices 102-1,
102-2, . . . 102-N and a data management system 104 that
communicate with one another over a network 106. The data
management system 104 comprises an analytics controller
108 and a plurality of data sources 110-1, 110-2, . . . 110-M
coupled to the analytics controller 108. The analytics con-
troller 108 comprises an analytic data focus representation
module 112 and a visualization generator 114 that is coupled
to the analytic data focus representation module 112. The
analytic data focus representation module 112 is configured
to derive analytic data focus representations from one or
more of the data sources 110, and the visualization generator
114 is configured to generate visualizations based at least in
part on the analytic data focus representations.

The analytic data focus representations, also referred to
herein as ADFRs, are stored by the analytics controller 108
in a representation store 115 coupled to module 112. Such
representations illustratively comprise respective intermedi-
ate multidimensional representations, utilized in bridging
the data sources 110 and the visualization generator 114, as
will be described in more detail below.

The visualizations generated by the visualization genera-
tor 114 illustratively include one or more generalized tag
cloud visualizations or GTCVs, and are stored by the
visualization generator 114 in a visualization store 116.
Examples of GTCVs will be described below in conjunction
with FIGS. 3A and 3B.

The analytic data focus representation module 112 is
further configured to establish a plurality of linkages 118
with each such linkage associating one or more of the
representations with one or more of the visualizations. These
linkages 118 are accessible to both the module 112 and the
visualization generator 114 as indicated in the figure,
although different change propagation modes for linkages
and associated representations and visualizations may be
used in the analytics controller 108.

10

15

20

25

30

35

40

45

50

55

60

65

4

The representation store 115, visualization store 116 and
associated linkages 118 may be implemented using respec-
tive portions of an analytic data store or other arrangements
of'one or more data stores. Such data stores may additionally
encompass at least portions of the data sources 110. A given
analytic data store utilized in one or more embodiments of
the invention may be implemented at least in part utilizing
Greenplum, commercially available from the Greenplum
division of EMC Corporation. Other examples of data stores
that may be used in embodiments of the invention include
low-latency data stores such as SQLFire and GemFire, both
commercially available from VMware.

However, these are just examples of possible data store
implementations, and numerous other data management
products may be used to implement the data management
system 104 and analytics controller 108 in other embodi-
ments. For example, possible alternatives to Greenplum for
implementing an analytic data store include Hadoop file
system, Hive, Teradata, Couchbase, Netezza and others, as
will be readily appreciated by those skilled in the art.

The data sources 110 illustratively store data in the form
of data sets, although other types of data storage can be used.
A “data set” as the term is generally used herein may be
viewed as an abstraction of one or more data items, such as
a table, document, file, query result, key-value pairs, index,
storage block contents, in-memory caches or other data item
or combinations thereof, where the given data set is char-
acterized by properties as well as relationships to other data
sets. These properties and relationships are captured by
metadata that is associated with the data set in the data
sources 110.

Additional details regarding exemplary data sets and
metadata characterizing those data sets, as well as tech-
niques for reasoning over such metadata, can be found in
U.S. patent application Ser. No. 13/336,613, filed Dec. 23,
2011 and entitled “Managing Data Sets by Reasoning over
Captured Metadata,” which is commonly assigned herewith
and incorporated by reference herein.

Although the data sources 110 are shown in the FIG. 1
embodiment as being implemented within the data manage-
ment system 104, in other embodiments at least a subset of
the data sources 110 may be implemented at least in part
externally to the data management system 104. For example,
it is possible to implement a given data source using one or
more of the processing devices 102 external to the data
management system 104. A given “data source” as that term
is broadly used herein may itself comprise, for example, a
database management system (DBMS) or other type of data
set management system, data repository or, more generally,
data management system.

Also, although shown as elements of the analytics con-
troller 108 within data management system 104 in the FIG.
1 embodiment, at least portions of the representation store
115, visualization store 116 and linkages 118 may be imple-
mented externally to the analytics controller 108 or data
management system 104 in other embodiments.

The data management system 104 in the present embodi-
ment further comprises a processor 120, a memory 122 and
a network interface 124. These are assumed to be elements
of at least one processing device. The data management
system 104 is therefore implemented in the FIG. 1 embodi-
ment using at least one processing device comprising a
processor coupled to a memory.

The processor 120 may comprise a microprocessor, a
microcontroller, an application-specific integrated circuit
(ASIC), a field-programmable gate array (FPGA) or other
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type of processing circuitry, as well as portions or combi-
nations of such circuitry elements.

The memory 122 may comprise random access memory
(RAM), read-only memory (ROM) or other types of
memory, in any combination. The memory 122 and other
memories disclosed herein may be viewed as examples of
what are more generally referred to as “processor-readable
storage media” storing executable computer program code
or other types of software programs.

Articles of manufacture comprising such processor-read-
able storage media are considered embodiments of the
present invention. A given such article of manufacture may
comprise, for example, a storage device such as a storage
disk, a storage array or an integrated circuit containing
memory. The term “article of manufacture” as used herein
should be understood to exclude transitory, propagating
signals.

The network interfaces 124 comprise network interface
circuitry that allows the data management system 104 to
communicate over the network 106 with the other process-
ing devices 102 of the information processing system 100.
Such network interface circuitry may comprise, for example,
one or more conventional transceivers.

The network 106 may comprise, for example, a global
computer network such as the Internet, a wide area network
(WAN), a local area network (LAN), a satellite network, a
telephone or cable network, a cellular network, a wireless
network such as WiFi or WiMAX, or various portions or
combinations of these and other types of networks.

At least a portion of the analytics controller 108 may
comprise software that is stored in memory 122 and
executed by processor 120.

Each of the processing devices 102 may similarly incor-
porate processor, memory and network interface elements of
the type described above.

The data management system 104 and the processing
devices 102 may comprise a common processing platform or
multiple separate processing platforms. Such processing
platforms can include virtual machines implemented using
one or more hypervisors running on underlying physical
infrastructure. Although shown as separate from the pro-
cessing devices 102 in the present embodiment, the data
management system 104 may be implemented at least in part
using one or more such processing devices.

It should be understood that the particular sets of modules
and other components implemented in the information pro-
cessing system 100 as illustrated in FIG. 1 are presented by
way of example only. In other embodiments, only subsets of
these components, or additional or alternative sets of com-
ponents, may be used, and such components may exhibit
alternative functionality and configurations.

The operation of the system 100 will now be described in
greater detail with reference to the flow diagram of FIG. 2,
which illustrates an exemplary process performed by the
analytics controller 108 of the data management system 104
in one embodiment. The process as shown includes steps
200 through 208. Step 200 is assumed to be performed
primarily by the analytic data focus representation module
112, step 202 is assumed to be performed primarily by the
visualization generator 114, and steps 204, 206 and 208 are
assumed to be performed by one or both of the analytic data
focus representation module 112 and the visualization gen-
erator 114, although one or more of these exemplary steps
may be performed at least in part by other components of
analytics controller 108, data management system 104 or
information processing system 100 in other embodiments.
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In step 200, the analytic data focus representation module
112 derives analytic data focus representations from one or
more of the data sources 110. The resulting analytic data
focus representations are stored in the representation store
115. As indicated previously, the term “derives” in this
context is intended to be broadly construed and may encom-
pass additional operations subsequent to an initial deriva-
tion, such as maintaining and modifying analytic data focus
representations.

A wide variety of different types and arrangements of data
sources may be used. For example, one or more of the
processing devices 102 external to the data management
system 104 may serve as data sources in generating one or
more analytic data focus representations in the module 112.
Additionally or alternatively, a given one of the analytic data
focus representations may itself serve as a data source
utilized in the derivation of at least one other analytic data
focus representation.

In step 202, the visualization generator 114 generates
visualizations each based at least in part on one or more of
the analytic data focus representations. The resulting visu-
alizations are stored in the visualization store 116. Such
visualizations are additionally or alternatively presented to
users via display devices associated with the data manage-
ment system 104 or processing devices 102. The display
devices may comprise laptop, desktop or tablet computers,
mobile telephones or other types of user devices that incor-
porate display screens suitable for viewing visualizations.

As noted above, the visualizations generated in step 202
based at least in part on the analytic data focus representa-
tions may comprise one or more generalized tag cloud
visualizations, with a given visualization element of the
generalized tag cloud visualization illustratively having at
least one characteristic that is determined based on multiple
informational dimensions of a corresponding set of one or
more informational elements of at least one of the analytic
data focus representations.

Such characteristics may include, for example, one or
more of an orientation of the visualization element, a color
of the visualization element, a font of the visualization
element, and a distance of the visualization element from
one or more other visualization elements, although numer-
ous other arrangements of one or more distinct characteris-
tics may be used in rendering the visualization element. The
visualization elements in the context of tag cloud visualiza-
tions are also referred to herein as “tag cloud elements” or
simply as “tags.” It should be appreciated that the term
“cloud” in this context does not relate to cloud computing,
but instead refers to a type of visualization comprising a
plurality of visualization elements.

The multiple informational dimensions may include one
or more of a classification, a clustering, a derivation, an
observed metric and a computable metric of the set of one
or more informational elements, and need not include a
frequency of occurrence of the set of one or more informa-
tional elements in the one or more data sources.

Accordingly, in some embodiments, the conventional
literal association of tag cloud elements with respective text
strings and their occurrence frequencies is broken through
creation of an analytic data focus representation that can be
described and transformed independently of its visualization
aspects. Such an arrangement advantageously facilitates
data manipulation and analytic comparisons and enables
new types of visualizations.

Although the resulting visualizations in these embodi-
ments need not include any dependence on frequency of
occurrence of particular informational elements, other types
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of visualizations generated herein may include some depen-
dence on frequency of occurrence in combination with
dependence on other informational dimensions completely
unrelated to frequency of occurrence.

As another example, a given visualization element of the
tag cloud visualization may have at least one characteristic
that is determined based on a logic function of one or more
sets of one or more informational elements of at least one of
the analytic data focus representations.

It should be noted in this regard that a given informational
element of at least one of the analytic data focus represen-
tations may itself be determined based on a logic function of
at least one of: (i) one or more other informational elements
of the same analytic data focus representation(s) or one or
more other analytic data focus representations; and (ii) one
or more other informational elements of the one or more data
sources.

These and other features of exemplary analytic data focus
representations will be described in more detail below in
conjunction with FIGS. 3A, 3B and 4. It should be appre-
ciated in this regard that embodiments of the invention are
not limited to use with the generalized tag cloud visualiza-
tions to be described, but can more generally utilize a wide
variety of other visualizations based on analytic data focus
representations each derived from one or more data sources.

Referring again to FIG. 2, step 204 is performed by at
least one of the analytic data focus representation module
112 and the visualization generator 114, and involves storing
one or more linkages 118 with each such linkage associating
one or more of the representations with one or more of the
visualizations.

In step 206, at least one of the analytic data focus
representation module 112 and the visualization generator
114 monitors changes to representation specifications and
visualization specifications.

In step 208, at least one of the analytic data focus
representation module 112 and the visualization generator
114 updates one or more of the representations, visualiza-
tions and linkages based on changes detected in step 206.
This may involve, for example, configuring the analytic data
focus representations to incorporate one or more of lineage,
provenance and traceability information relating to the one
or more data sources from which it is derived and the one or
more visualizations with which it is associated. This would
allow the analytic data focus representations to be traced to
a particular time, version, or change of state, thereby facili-
tating an understanding of the transformations applied to
generate the corresponding visualizations.

Other embodiments may alternatively involve monitoring
and updating only one of the representation specifications
and the visualization specifications.

Examples of various types of monitoring and updating
that may be performed in or in conjunction with steps 206
and 208 include responding to a change in a specification of
a given one of the analytic data focus representations by
accessing the one or more data sources from which the given
analytic data focus representation is derived, responding to
a change in the specification of the given one of the analytic
data focus representations by implementing corresponding
changes in one or more of the visualizations linked to the
given analytic data focus representation, and responding to
a change in a specification of a given one of the visualiza-
tions by implementing corresponding changes in one or
more of the analytic data focus representations linked to the
given visualization. Additionally or alternatively, the moni-
toring and updating in steps 206 and 208 may involve
responding to a change in at least one of the specification of
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the given analytic data focus representation and the speci-
fication of the given visualization by altering at least one
linkage associating one or more of the representations with
one or more of the visualizations.

Numerous other types of monitoring and updating involv-
ing one or more representations, visualizations, linkages or
their corresponding specifications may be performed in the
process of FIG. 2.

The particular processing operations and other system
functionality described in conjunction with the flow diagram
of FIG. 2 are presented by way of illustrative example only,
and should not be construed as limiting the scope of the
invention in any way. Alternative embodiments can use
other types of processing operations for implementing visu-
alization generation based on analytic data focus represen-
tations in system 100. For example, the ordering of the
process steps may be varied in other embodiments, or certain
steps may be performed concurrently with one another
rather than serially.

It is to be appreciated that functionality such as that
described in conjunction with the flow diagram of FIG. 2 can
be implemented at least in part in the form of one or more
software programs stored in memory and executed by a
processor of a processing device such as a computer. As
mentioned previously, a memory or other storage device
having such program code embodied therein is an example
of what is more generally referred to herein as a “processor-
readable storage medium.”

Additional details of illustrative embodiments will now
be further described with reference to generalized tag cloud
visualizations, also referred to herein as GTCVs. Such
GTCVs are generated based at least in part on exemplary
analytic data focus representations referred to herein as
generalized tag cloud objects or GTCOs. These embodi-
ments are considered examples of the above-noted arrange-
ments in which the conventional literal association of tag
cloud elements with respective text strings and their occur-
rence frequencies is broken through creation of an analytic
data focus representation that can be described and trans-
formed independently of its visualization aspects. As men-
tioned previously, such arrangements advantageously facili-
tate data manipulation and analytic comparisons and enable
new types of visualizations. It is to be appreciated that the
features described in conjunction with these GTCO and
GTCV examples can be extended in a straightforward man-
ner to more general types of analytic data focus represen-
tations and associated visualizations. The term “analytic
data focus representation” should therefore be understood to
encompass not only GTCOs, but also a wide variety of other
types of representations suitable for use in providing func-
tionality of the type described herein.

The GTCOs are advantageously configured in one or
more of these embodiments to describe not just literal
content of the data sources 110, but also conversations,
interests, interactions, histories, goal states and other salient
attributes of complex entities such as customers, employees,
purchases and prior experiences. GTCOs thus represent
complex objects that can be constructed, manipulated, com-
pared, analyzed and visualized. A given GTCO can be
represented, for example, as a set of {key,value} pairs within
a Hadoop, NoSQL, or structured DBMS environment. Such
representations can utilize various implementation
approaches to dealing with hierarchies within objects,
including hierarchical key spaces and nested set models,
where hierarchies within objects may include, for instance,
departmental hierarchies within corporate customers in a
business-to-business (B2B) analysis.
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As more particular examples, customer profiles repre-
sented as GTCOs could be matched with cross-sell and
up-sell offers to increase revenue, loyal customers could be
compared with defecting customers to reduce churn,
employees could be compared with the most productive
employees to identify opportunities for improvement, mar-
keting campaigns could be compared based on customer
actions, and customer experiences could be compared to
corporate goals to improve the total customer experience.
Additionally, textual comments could be analyzed from
source code management systems to identify the most
influential and active engineers in a given team, or from
human resources performance appraisals to understand the
relationship of specific types of tokens or text strings to
performance ratings and outcomes. For recruiting applica-
tions, the system could be configured to automate the
comparison of applicant resume GTCOs with position or job
requisition GTCOs.

It is also possible to add semantic classifications and
derivations to GTCOs. Examples of classifications include
recency, frequency, monetary value and type of product,
service or interaction. Examples of derivations include tex-
tual stemming and lemmatization, language translation and
net present value computations. These added classifications
and derivations support improved and more robust GTCO
analyses and comparisons. In addition to or in place of one
or both of classifications and derivations, data clustering
may be used. For example, visualization elements generated
from a GTCO could represent membership in a specific
cluster of data.

In these and other examples, any observed or computable
metric of the GTCO can be used to replace frequency of
occurrence of an informational element in order to deter-
mine visual size or other characteristics of one or more tags
of a GTCV. As more particular examples, various visual-
ization elements of the GTCV can represent:

1. Statistical function-based metrics, such as average
customer satisfaction of a target customer population such as
loyal customers or customers with a history of high cus-
tomer satisfaction. Other averages or alternative statistical
function-based metrics such as min, max, median and mode
may be used.

2. Threshold-based metrics, such as performance of a
business unit relative to a profitability threshold, revenue
threshold, probability threshold or other threshold.

3. Binary-based metrics, such as a binary characterization
of presence or absence of a particular characteristic, which
may be used to characterize customers in terms of churn
risk, ability to provide a reliable reference, and other factors.

Moreover, additional GTCO metrics can be reflected
through orientation of tags in a GTCYV, the distances among
them, and their colors and fonts. In this context, the term
“font” is intended to be broadly construed so as to encom-
pass features such as underlining, bold, italics and so on. For
example, if customer names are used as respective visual-
ization elements in a GTCV, then the degree of tilt away
from horizontal could represent propensity to defect to a
competitor. An appropriate modification to the GTCV ren-
dering can allow color palettes to be applied to the visual-
ization elements, representing informational dimensions
such as customer influence. Numerous other characteristics
of visualization elements of a GTCV can be varied based on
one or more underlying GTCOs.

In some embodiments, GTCOs are configured such that
visualization elements of the corresponding GTCVs repre-
sent various logic functions of one or more sets of one or
more informational elements. For example, GTCOs can be
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configured such that visualization elements of the corre-
sponding GTCVs represent any combination of Boolean
operations of multiple data sets in an analytic workspace.

Examples of Boolean operations that may be applied in
this context and other logic function contexts herein include
operations that utilize common Boolean operators such as
union, intersection, AND, OR, NOT or XOR, as well as
operations comprising combinations of these and possibly
other Boolean operators.

As a more particular example of such an arrangement, a
user could define GTCOs that represent the union of mul-
tiple data sets in an analytic workspace, such as customer
revenue and buying patterns. Based on this data, with
customer names as visualization elements and with priority
of' the vertical market determining the size of those elements,
the names of the most profitable customers, or the ones most
likely to purchase a given product next, are highlighted in
the GTCV. Arrangements of this type can be used to refine
analytical campaigns and focus the efforts of a product team.

It is also possible for the a GTCO to incorporate infor-
mational dimensions relating to customer online social pres-
ence, with the corresponding GTCV showing which cus-
tomers have the most influence over other corporate
customers. This involves determining customer social media
presence in terms of what the customers talk about when
they talk about the corporation or its products through social
media. The most positive customers for a corporation may
be the ones who influence other prospects to become buyers,
or other buyers to become repeat buyers, even if the cus-
tomer that is providing this influence is not actually a “top
n” most valuable customer based on yearly spend. Com-
pared to traditional analytic methods, this would help to
unearth and visualize valuable customers who are otherwise
hidden to the corporation, with visualization possibly being
aided by the color palette or other GTCV characteristics as
described above. For various marketing events and forums,
related analyses could help corporations to understand, in
near real time, which experts or executives drive the most
media attention, or which marketing campaigns or tactics
are the most valuable based on metrics such as reach, lift and
customer actions.

Once GTCOs are populated in the manner described
above, analytic tools can be applied across multiple GTCOs
to identify principle components, compute clusters, recom-
mend segments, detect correlations and build predictive
models. One or more such functionalities can be provided as
a service in the system 100.

The above-described exemplary GTCO configurations
support GTCVs that can aid business analysts and data
scientists in visualizing very complex data comparisons.
These embodiments can complement existing analytic tech-
niques while adding a strong visualization aspect to such
techniques. Presentations of GTCVs based on underlying
GCTOs are also “executive-friendly” and therefore well
suited for use by business analysts and data scientists in
explaining analytic insights and justifying further actions.

GTCOs and the associated GTCVs could be used directly
by business units, such as marketing, human resources and
finance, which analyze extensive data associated with rela-
tively complex entities such as customers, employees and
product lines, and in a wide variety of other contexts.

This functionality can be built into an information tech-
nology product such as an analytic workspace or “sandbox,”
possibly within software-as-a-service service offerings for
business intelligence or business analytics, thereby assisting
end users to be more self-sufficient in driving higher value
“big data” analytics.
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Referring now to FIG. 3A, an exemplary GTCV 300
generated by the visualization generator 114 of analytics
controller 108 is shown. In this GTCV, the visualization
elements comprise respective tags corresponding to the
names of the 30 companies in the Dow Jones Industrial
Average (DJIA), and the tag characteristics that are varied
based on one or more underlying GTCOs include font size
of the tag and shading of the tag. The tag shading is
illustrated in the figure as varying gray scales but could
alternatively be represented as different colors. Each tag
comprises a text string indicating the name of an individual
company in the 30 DJIA companies.

The GTCV 300 of FIG. 3A is configured for use by a
given company undertaking a marketing campaign in order
to determine the most appropriate customer targets for a
particular product promotion. It is assumed that the given
company is not itself in the DJIA but does business with all
of the 30 companies of the DJIA. The font sizes of the tags
in FIG. 3A represent respective account sizes of the corre-
sponding customers in terms of annual revenue. For
example, 3M and General Electric are assumed to be the
largest customers of the given company in terms of annual
revenue, and therefore the tags 3M and General Electric are
shown as having the largest font size in the GTCV 300. In
addition, the tags have different shadings which represent
the propensities of the respective companies to purchase the
product at issue, with a darker shading indicating a higher
propensity to purchase the product. Thus, in this particular
GTCV, the tags in black (e.g., General Electric, Nike and
Boeing) have the highest propensity, the tags in dark gray
(e.g., Pfizer and Microsoft) have a medium propensity, and
the tags in light gray (e.g., DuPont and Disney) have the
lowest propensity.

This exemplary GTCV allows the user to easily identify
the optimal target or targets for the marketing campaign by
presenting the tags using variation in tag font size and tag
shading to represent respective account size and propensity.
For example, the user can easily identify General Electric as
a customer with relatively high annual account size and a
relatively high propensity to purchase the product at issue.

Using this approach, results of various algorithmic opera-
tions can be applied to a new or existing GTCV in order to
illustrate the results of propensity models, customer lifetime
value, or many other attributes used to show characteristics
about a set of tags, rather than just frequency of occurrence.

It should be understood that the particular GTCV 300 in
FIG. 3A is exemplary only, and a wide variety of other types
of visualizations can be generated using underlying GTCOs
or other analytic data focus representations as disclosed
herein.

By way of additional example, the GTCV 300 could be
modified with the characteristics of the tags configured to
vary based on industry group with each such group com-
prising one or more of the DIIA companies.

An exemplary arrangement of this type is the GTCV 310
illustrated in FIG. 3B. In this GTCV, the visualization
elements comprise respective tags corresponding different
industry groups into which the 30 DJIA companies can be
categorized, and the tag characteristics that are varied based
on one or more underlying GTCOs include font size of the
tag, angle of the tag and distance relative to other tags. The
tags of the GTCV 310 more particularly comprise respective
text strings representing the 30 DJIA companies by industry
group, rather than by individual company name as in the
GTCV 300.

The font size of each tag in the GTCV 310 is assumed to
be proportional to a compound annual growth rate (CAGR)
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of previous product sales to the underlying DJIA companies
of the corresponding industry group for a designated period
of time (e.g., 2012).

The angles of the tags represent the propensities of the
respective industry groups to purchase the product at issue,
with a greater upward angle indicating a higher propensity
to purchase the product. Thus, in this particular GTCV, an
upward vertical tag (i.e., Entertainment) indicates the indus-
try group with the highest propensity, followed in descend-
ing order of propensity by upward angled tags (e.g., Health
Care and Communications), horizontal tags (e.g., High
Tech), and downward angled tags (e.g., Financial Services).

The distance between the tags represents the strength of
common mention on Twitter of the underlying DJIA com-
panies for a designated period of time (e.g., 1H 2013). Thus,
tags that are closer together in the GTCV 310 indicate that
the underlying DJIA companies of the corresponding indus-
try groups have a greater number of instances of common
mentions in Twitter postings than other industry groups for
which the respective tags are further apart. Other social
media such as Facebook could be used in addition to or in
place of Twitter.

Additional informational dimensions could be indicated
in the GTCV 310 through variations in other tag character-
istics. For example, tag shading could be used to indicate a
ratio of international to domestic sales for the underlying
DJIA companies in a particular period of time (e.g., 1H
2013).

Other possible alternative GTCVs that may be generated
in place of the GTCVs 300 or 310 described above could
replace the tags indicating company names with tags indi-
cating the CEOs of those companies, or tags indicating
names of stock funds and marketing investments of the
underlying stock holdings. These and numerous other varia-
tions will be apparent to those skilled in the art.

FIG. 4 illustrates processing operations associated with
the generation of the GTCV 300 of FIG. 3A in the analytics
controller 108 of FIG. 1. More particularly, the diagram of
FIG. 4 illustrates the interactions between an ADFR 400 that
serves as an intermediate representation between the GTCV
300 and the data sources 110. The ADFR 400 is a multidi-
mensional, updatable representation derived from one or
more of the data sources 110 that is created and enhanced in
the manner described elsewhere herein. The GTCV 300 is
one possible visualization of the ADFR 400, but numerous
other types of visualizations can be generated from the
ADFR 400. It is also possible in some embodiments to
utilize the ADFR 400 to provide outputs other than visual-
izations.

The diagram of FIG. 4 illustratively includes steps
denoted as Steps 1 through 6, although additional or alter-
native steps can be used in other embodiments.

In Step 1, the ADFR 400 is derived from one or more of
the data sources 110.

In Step 2, the ADFR 400 is enhanced using one or more
generalizations relative to conventional tag clouds in the
manner described previously.

In Step 3, the GTCV 300 is generated based at least in part
on the ADFR 400.

In Step 4, the GTCV 300 is linked to the underlying
ADFR 400.

In Step 5, changes are made to the ADFR 400, possibly
through changes to its specification. Changes to the speci-
fication of the ADFR 400 may induce access to the data
sources 110 and may induce corresponding changes in the
linked GTCV 300.
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In Step 6, changes are made to the GTCV 300, possibly
through changes to its specification. Changes to the speci-
fication of the GTCV 300 may induce corresponding
changes to the linked ADFR 400 and possibly access to the
underlying data sources 110.

Although not specifically indicated in the figure, changes
to ADFR 400 or GTCV 300 or respective specifications
thereof can additionally or alternatively induce changes in
one or more associated linkages.

It should be noted that certain steps described above may
be performed at least in part in parallel with one another. For
example, Step 5 and Step 6 may be performed in parallel
with one another in some embodiments.

Operations similar to those illustrated in FIG. 4 for
providing GTCV 300 of FIG. 3A can be used to provide the
GTCV 310 of FIG. 3B.

Again, these particular operations and the associated
ADFR, GTCV and linkage arrangements are exemplary
only.

As indicated previously, functionality associated with
generation of analytic data focus representations as dis-
closed herein can be implemented at least in part in the form
of one or more software programs stored in memory and
executed by a processor of a processing device such as a
computer or a virtual machine.

It should again be emphasized that the above-described
embodiments of the invention are presented for purposes of
illustration only. Many variations may be made in the
particular arrangements shown and described. For example,
although described in the context of particular system and
device configurations, the techniques are applicable to a
wide variety of other types of information processing sys-
tems, processing devices, data management systems and
associated data stores. In addition, the particular analytic
data focus representations, visualizations and other exem-
plary features of the illustrative embodiments may be varied
to meet the needs of other implementations. Moreover, it
should be understood that the various assumptions made
above in describing illustrative embodiments need not apply
in other embodiments. Numerous other embodiments within
the scope of the appended claims will be readily apparent to
those skilled in the art.

What is claimed is:
1. An apparatus comprising:
an analytics controller configured for communication
with one or more data sources;
wherein the analytics controller comprises:
an analytic data focus representation module; and
a visualization generator coupled to the analytic data
focus representation module;
the analytic data focus representation module being
configured to derive a plurality of analytic data focus
representations from the one or more data sources;
the visualization generator being configured to generate
visualizations based at least in part on the analytic
data focus representations;
wherein the analytic data focus representations comprise
respective intermediate, multidimensional and updat-
able representations bridging the one or more data
sources with the visualizations, and describing multiple
informational dimensions of a corresponding set of one
or more informational elements;
wherein at least one of the analytic data focus represen-
tation module and the visualization generator is con-
figured to establish a plurality of linkages with each
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such linkage associating one or more of the analytic
data focus representations with one or more of the
visualizations;

wherein the analytic data focus representation module is

configured for:

responding to a change in a specification of a given one
of the analytic data focus representations by access-
ing the one or more data sources from which the
given analytic data focus representation is derived;

responding to a change in a specification of a given one
of the analytic data focus representations by imple-
menting corresponding changes in one or more of the
visualizations linked to the given analytic data focus
representation;

responding to a change in a specification of a given one
of the visualizations by implementing corresponding
changes in one or more of the analytic data focus
representations linked to the given visualization; and

responding to a change in at least one of the specifi-
cation of the given analytic data focus representation
and the specification of the given visualization by
altering at least one of the plurality of linkages
associating one or more of the analytic data focus
representations with one or more of the visualiza-
tions;

wherein the analytics controller is implemented using at

least one processing device comprising a processor
coupled to a memory; and

wherein the apparatus communicates with one or more

other processing devices over at least one network.

2. The apparatus of claim 1 further comprising a data
management system that incorporates the analytics control-
ler.

3. The apparatus of claim 1 wherein the visualizations
comprise one or more generalized tag cloud visualizations.

4. The apparatus of claim 3 wherein the visualization
generator is further configured to determine at least one
characteristic of a given visualization element of the gener-
alized tag cloud visualization based on the multiple infor-
mational dimensions of the corresponding set of one or
more-informational elements of at least one of the analytic
data focus representations.

5. The apparatus of claim 4 wherein a given one of the
multiple informational dimensions includes one of a classi-
fication, a clustering, a derivation, an observed metric and a
computable metric of the set of one or more informational
elements.

6. The apparatus of claim 4 wherein the multiple infor-
mational dimensions do not include a frequency of occur-
rence of the set of one or more informational elements in
said one or more data sources.

7. The apparatus of claim 4 wherein said at least one
characteristic of the given visualization element of the tag
cloud visualization comprises one or more of an orientation
of the visualization element, a color of the visualization
element, a font of the visualization element, and a distance
of the visualization element from one or more other visu-
alization elements.

8. The apparatus of claim 3 wherein the visualization
generator is further configured to determine at least one
characteristic of a given visualization element of the gener-
alized tag cloud visualization based on a processor imple-
mented logic function of one or more sets of one or more
informational elements of at least one of the analytic data
focus representations.

9. The apparatus of claim 1 wherein at least one infor-
mational element of at least one of the analytic data focus
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representations is determined based on a processor imple-
mented logic function of one or more other informational
elements of the same analytic data focus representation(s) or
one or more other analytic data focus representations.

10. The apparatus of claim 1 wherein at least one infor-
mational element of at least one of the analytic data focus
representations is determined based on a processor imple-
mented logic function of one or more other informational
elements of the one or more data sources.

11. The apparatus of claim 1 wherein a given one of the
analytic data focus representations incorporates one or more
of lineage, provenance and traceability information relating
to at least one of the one or more data sources from which
it is derived and the one or more visualizations with which
it is associated.

12. The apparatus of claim 1 wherein a given one of the
analytic data focus representations serves as a data source
for at least one other analytic data focus representation.

13. An information processing system comprising the
apparatus of claim 1.

14. A method comprising:

deriving a plurality of analytic data focus representations

from one or more data sources;

generating visualizations based at least in part on the

analytic data focus representations; and
establishing a plurality of linkages with each such linkage
associating one or more of the analytic data focus
representations with one or more of the visualizations;

wherein the analytic data focus representations comprise
respective intermediate, multidimensional and updat-
able representations bridging the one or more data
sources with the visualizations, and describing multiple
informational dimensions of a corresponding set of one
or more informational elements;

wherein deriving a plurality of analytic data focus repre-

sentations comprises:

responding to a change in a specification of a given one
of the analytic data focus representations by access-
ing the one or more data sources from which the
given analytic data focus representation is derived;

responding to a change in the specification of the given
one of the analytic data focus representations by
implementing corresponding changes in one or more
of the visualizations linked to the given analytic data
focus representation;

responding to a change in a specification of a given one
of the visualizations by implementing corresponding
changes in one or more of the analytic data focus
representations linked to the given visualization; and

responding to a change in at least one of the specifi-
cation of the given analytic data focus representation
and the specification of the given visualization by
altering at least one linkage associating one or more
of the analytic data focus representations with one or
more of the visualizations; and

wherein the deriving, generating and establishing are

performed by at least one processing device comprising
a processor coupled to a memory, and communicating
with one or more other processing devices over at least
one network.

15. The method of claim 14 wherein a given one of the
multiple informational dimensions includes one of a classi-
fication, a clustering, a derivation, an observed metric and a
computable metric of the set of one or more informational
elements.

16. The method of claim 14 wherein a given one of the
analytic data focus representations incorporates one or more
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of lineage, provenance and traceability information relating
to at least one of the one or more data sources from which
it is derived and the one or more visualizations with which
it is associated.

17. The method of claim 14 wherein a given one of the
analytic data focus representations serves as a data source
for at least one other analytic data focus representation.

18. An article of manufacture comprising a processor-
readable storage medium having encoded therein executable
code of one or more software programs, wherein the one or
more software programs when executed cause at least one
processing device comprising a processor coupled to a
memory to:

derive a plurality of analytic data focus representations
from one or more data sources;

generate visualizations based at least in part on the
analytic data focus representations; and

establish a plurality of linkages with each such linkage
associating one or more of the analytic data focus
representations with one or more of the visualizations;

wherein the analytic data focus representations comprise
respective intermediate, multidimensional and updat-
able representations bridging the one or more data
sources with the visualizations, and describing multiple
informational dimensions of a corresponding set of one
or more informational elements;

wherein deriving a plurality of analytic data focus repre-
sentations comprises:

responding to a change in a specification of a given one
of the analytic data focus representations by access-
ing the one or more data sources from which the
given analytic data focus representation is derived;

responding to a change in the specification of the given
one of the analytic data focus representations by
implementing corresponding changes in one or more
of the visualizations linked to the given analytic data
focus representation;

responding to a change in a specification of a given one
of the visualizations by implementing corresponding
changes in one or more of the analytic data focus
representations linked to the given visualization; and

responding to a change in at least one of the specifi-
cation of the given analytic data focus representation
and the specification of the given visualization by
altering at least one linkage associating one or more
of the analytic data focus representations with one or
more of the visualizations; and

wherein the at least one processing device communicates
with one or more other processing devices over at least
one network.

19. The article of manufacture of claim 18 wherein a
given one of the multiple informational dimensions includes
one of a classification, a clustering, a derivation, an observed
metric and a computable metric of the set of one or more
informational elements.

20. The article of manufacture of claim 18 wherein a
given one of the analytic data focus representations incor-
porates one or more of lineage, provenance and traceability
information relating to at least one of the one or more data
sources from which it is derived and the one or more
visualizations with which it is associated.
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